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HOW TO MAKE SENSE OF GAME THEOQORY

Wolfgang Spohn

11. A Complaint

Game theory and decision theory are congenial, or so at least one
would expect from their akin subject matter and their akin basic con-

cepts and methods. And this expectation is justified by first inspection

rational behaviour of single persons in isolation; game theory is con-
cerned with the rationality of mutually dependent decisions of several
persons; thus game theory is the more.embracing theory, leaving to de-
cision theory the special case of one-person games or, according to a

rather unfortunate phrase, of games against nature.

1and its relation to decision theory appear quite unsatisfactory. Of
course, decision theory, too, is clouded by problems; but in comparison,
I think, game theory is additionally sapped by three connected ﬁiscon—
cernments: it is, to put it strongly, confused about the rationaiity

¢ concept appropriate to it, its aSsumptions about its subjects (the
%}players) are very unclear, and, as a consequence, it is unclear about
;E,the decision rules to be applied. Or in other, somewhat paradoxical

,, words: Decision theory may be a speclalization of game theory (viewed
from game theory), but game theory as presented today is never a genera-
lization of decision theory (viewed from decision theory). Rather, in
anticipation, game theory should be viewed as a specialization of de-

. Cilsion theory. |

éﬁ This is my complaint. I shall substantiate it in the subsequent
sections and explain how I think it should be remedied.

The reader may suspect that the objections are directed to the higher
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nd dimmer regions of game theory such as three~-or-more-person games or

‘games in characteristic function form, and then he may perhaps concede

them willingly. But, on the contrary, they address to the seemingly cleang;i

and settled base, to two-person zero-sum games. For the sake of perspi-
cuity I shall deal only with games in normal form, !

The reader may also suspect a pleading for a Bayesian game theory, and ;%5
' |

I shall indeed argue from a puristic Bayesian position. However, the
r

label "Bayesian game theory" has become assocliated most notably with the

work of John C. Harsanyi, which seems to me to be still more game theo-
retic than decision theoretic in spirit and hence Ccriticizable on '

lar grounds as the standard accounts. Thus, there is a difference
which we have to take up in the last section.

simi-—

here

In all that I am not claiming that the position set forth here or any

of the arguments for it would be new (though some twists may be). It is
- only that earlier attacks on game theory

apparently been unable to stir up the received theory from its compla-

~ cency and to set it on a better founded path; and it is this fact which
t has led me to make another try.
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Before substantiating the complaint, it is fair to outline the basic

.conviction on which it rests. This conviction
one:

is an orthodox Bayesian

According to it, peovle have aims and wishes, they like the world to

.~ be such and such; they have beliefs, they think the world to be such and

such; and, if rational, they act so as to promote their wishes best

~according to their beliefs. For

g the sake of definiteness, decision thec-
. formalizes this in quantitati

? Gk ve decision models. In such a model for-
| ma iZin a ¥ : * * .
I g person’'s decision situation, this person is assumed to have

T €ric subjective utilities and probabilities; then rational action is

; de f s \ 4 i 5
| ined as action flaximizing expected utility; and as a normative theory

decision ‘
1on theory recommends rational action, while as an empirical theory

it ‘ '
-- assumes rational action, well knowing that this is a strong ideali-
za » ¥ .

tion entitled at most to approximative validity. Nevertheless, this

is is clai
@ model which is claimed to be applicable in principle to each
€very human action.

and
(This claim is not quite as strong as it may seem,

Sin '
Ce 1t is not to be extended to all human behaviour. Tt must be Ob~

served '
| that action is a narrower concept than behaviour, and despite

its ci Ly 4t 4 '
rcular air it is not unreasonable to say that actions just are

behaviour to which decision theory is applicable. 2)
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It is not really necessary here to go into the details of the deci-
sion theoretic fﬁrmalization. But let us assume, for the sake of preci-
sion, that it is done in Savage's well-known way, where probabilities
are defined for a set of possible world states and where utilities refer
to possible outcomes each Of which is uniquely determined by a world
state and an action, so that the familiar utility matrix also found in

two-person games in ncocrmal form ensues. For our discussion this is the

most suitable formalization.'®

By the way, this was not guite the usual story which is more cautious
by trying to render the quantitative model as something derivative. It

defines rational action as choosing what is most preferred according

to rational preferences; preferences are rational, if they satisfy some
rather evident conditions such as transitivity etc.; and then, amazing-
ly, it can be proven that rational action is such as if it maximized

expected utility. But this "as if" 1is almost as out of place as saying
that bodies move through space, as if they had a mass, as if they were
obeying Newton's second law, etc. No, according to Newtonian mechanics

bodies move the way they do, because they have such and such a mass,

- because such and such forces are acting upon them, etc., and according

to decision theory people act the way they do, because they have so and
sO strong desires, because they have so and so firm beliefs, etc. Sure-
ly, there are a lot of subtleties hidden in this subject, about which
philosophers of science are still divided. But there is no doubt that
philosophy of science has outmoded operationalism as expressed by the
"as if" in physics and anywhere else.* Therefore one should treat the
quantitative decision model as basic. (This may change the status of all
the ingenious metrization theorems backing up the "as if"-story, but
does not at all diminish their value.)

Turning now to game-like situations of mutually dependent decisions,
is then anything of the above general characterization of decision si-
tuations to be revoked? No, nothing at all. Other persons and their be-
haviour are to us just as much parts of the outer world as anything
else, though certainly rather complicated and often very dear ones.
Formally, this means that in any player's decision model the possible
actions of the other players are but parts of the possible world states.
We may further take these possible actions as constituting a small world
(in Savage's technical sense; cf. Savage (1954), sect. 5.5) and reduce
the model to this small world - in effect, this is the same as reducing
a game in extensive form to its normal form. Thus, the reduced model
contains the utility matrix of this normal form, and the right and only
way to complete it is to add the player's subjective probabilities for
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its possible world states, i.e. for the other players' actions. After
all this, the rational thing to do is, as always, to maximize expected

utility; and that's it.

Indeed, very often there is nothing more to game-like situations. In
so many of our daily routines we treat other people just as if they were
regularly and reliably behaving automata, about which we have rather
definite expectations without wasting any further thought; they figure
in our decision problems in no other way as do, say, the traffic or

weather conditions. (This somewhat heartless talk is but a harmless

.'"déformation professionelle"”; fortunately, we do, and are able to, take
more interest in some people.)

But this being accepted, what realm is then left as peculiar to game

*theory? Game theory commences, when we take other people in the outer
,?wgrld seriously as persons, when we give up looking only at their be-
" haviour and start theorizing about them, and in particular, when we dis-
;icover that decision theory is approximately the right theory about them,
::when we try to figure out what their aims and beliefs may be, assuming
ffthat they act rationally. Note, however, that on this account game theo-
¥_£y does not embrace decision theory, but is rather a specialization of

~ it. Game theory is decision theory about special decision makers, namely
about decision makers who theorize decision-thecretically about the other
fpersans figuring in their decision situations.?’
| All this probably sounds very familiar. It is just the orthodox Bayes-
ian stand on game theory and more or less what Harsanyi, for instance,
~has told us so many times for more than twenty years. But strangely,
everyone - standard game theorists anyway, but alsc Bayesians like Har-
sanyi (cf. the last section) - seems to have sinned against the pure
doctrine, to have shrinked from pushing it to its consequences.

The sinning has its reasons, however. For it seems difficult, if not
.fimpDSSible,.tO justify within the pure Bayesian doctrine what everyone
held justified - that is: to justify equilibrium points as solutions of
of two-person zero-sum games or generally of non-cooperative games (cf.
section 4). Thus we must have a careful look at what can be concretely
done with the hitherto sketchy doctrine without betraying it. But let
me first inspect the standard game theoretic reasoning for two-person

zero-sum games from this Bayesian point of view.

. Hﬁw Not to make Sense of Game Theory

To this end we should briefly recapitulate the received reasoning.

I hope everyone agrees that Luce, Raiffa (1957), ch. 4, and von Neumann,
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Morgenstern (1944), ch. III, are not only representative for, but still
among the most thorough and convincing accounts of this reasoning, so

that I can base the recapitulation on them. It consists of four parts.

The standard story

Part 1 (pertinent to all games in normal form): Let a game be given
in normal form. The basic problem of game theory then is, very vaguely
stated, somehow to find out for each player which choice would be a good

one for him. However, this is much too indeterminate a question; it needs

‘specification. So let us first assume that each player is rational either

3?%?,in the loose sense of trying to get out of the play as much as possible

?5ff;(according to his utility function) or in the stricter sense "that, giver

fﬁi two alternatives, he will always choose the one he prefers, i.e.
:é??EVWith the larger utility" (Luce, Raiffa (1957), p.55). And let us secéndly
llgfassume that each player has full knowledge of the cgame in normal form,

gies)
xﬁméppassihle strategy combinations (which, in general, are already expected

the one

that he is aware of every player's possible alternatives (strate-

and that he knows every player's utilities for the outcomes of all

. utilities with regard to the chance moves of the game).
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Without the first assumption game theory could not get off at all;
for what general theory could there be about irrational action? And the

second assumption is necessary, too; else the problem tackled by the game

theorist might be the wrong one, i.e. different from the problem of the

players as they subjectively see it. With these assumptions, however, we

' may hope to have rendered our problem specific enough to be solvable. So

let us try to solve 1it:

Part 2 (pertinent to all non-cooperative games in normal form): A
first consideration moves us ahead guite a bit. It says that, if game
theory is to be at least potentially public - as it should doubtlessly
be -, then it can distinguish only equilibrium strategies as rational

choices for the players. (To be sure, so far I am talking only of pure

strategies; mixed strategies do not come up until part 4.) Or more fully:
Game theory is to find out for each player which choice would be a ra-
tional one for him; if it manages to do so, then each player can know

as well as the game theorist himself, which choices would be rational

for the other players (since, according to the second assumption above,

same way as the game theo-

act rationally, this assump~

each player sees the game situation in the

rist); and since each player is assumed to
tion must not be a reason to any player to deviate from what is rational

for him according to the theory; hence only equilibrium points can be
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rational strategy combinations, and only equilibrium strategies, i.e.
strategies leading to some such point can be rational choices.

As is well known, this consideration is of varying force. Some games

have no equilibrium point in pure strategies and some have many, in which

cases its success is still incomplete. But regarding two-person zero=-sum
games with an equilibrium point in pure strategies, it is a bull's-eye,
since the equilibrium point which such a game has may be proved to be
essentially unique (cf. Luce, Raiffa (1957), sect. 4.5). Thus, in this
special case we have already solved the basic game theoretic problem.
Part 3 (pertinent only to two-person zero-sum games with an equili-
brium point in pure strategies): There is yet another forceful conside~
ration to the same effect in this special case. Call the two players
Charlie and Lucy. Charlie might intuitively reascn as follows: "Lucy,
this rational beast, tries to get out of the play as much as possible.

This runs against me. So I better look for how much I minimally get from

each of my options and try to make this amount as large as possible, that

is, as I have heard someone express it, I better maximize my security
level. If this is reasonable,.then rational Lucy will do the same, i.e.
maximize her security level. Ah, but my security level maximizer is best
'against her security level maximizer, so I should all the more stick to
my choice.,"

Or in von Neumann's words: Consider Charlie's minorant and majorant
game. In the minorant game he has to choose first, and then Lucy may
choose, knowing what he has done. In the majorant game it is just the
other way around. Obviously, in the minorant game Charlie is at most as
well off as in the actual game, whereas in the majorant game he is at
1e§st as well off as in the actual game. And, as is equally obvious,
the only rational thing for him t6 do in the minorant game is to maxi-
mize his security level, and the only rational thing to do in the majo-
rant game is to choose what is best against Lucy's security level maxi-
mizer (provided she has been so rational to take this choice) . But both
Cases result in the same strategy combination and in the same utility
for Charlie. Hence, for the actual game being "between" the minorant
and the majorant game exactly this and no other thing is rational.

To summarize: Starting from the assumptions in part 1, we have pre-
sented two completely independent reasonings. Each one alone would be
telling in the special case considered, and both lead provably to the
Same result. What better justification could there be?
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player to mix his pure strategies. Further arguments were invented to
give the last pull to those who felt a bit uneasy about this trick, e.g.
the secrecy argument, the consideration of playing a game repeatedly,
or the diet arcument (cf. Luce, Raiffa (1957), p.75). But we need not

:_elaborate here on this additional backing, since it would be void with-

out the main reasoning. And this can stand by itself. Indeed, any player

is free to choose a mixed strategy; thus, mixed strategies are among the

alternatives to be considered, and with respect to them the above rea-

soning is no less powerful than with respect to pure strategies. So,

that is how mixed strategies, maximinimizers and equilibrium points have
found one another, and they lived happily ever after. -

Sadly, this story is not as sound as it sounds; it is in need of a

:commentary, critical not of its conclusions, but of the way these are

reached.

Commentary

To part 1: One may think that the rationality and knowledge assump-

~tions of part 1 unduly restrict the applicability of game theory. But,

in fact, they rather are either not strong or not clear enough. Does 1t

- really suffice to assume that the players are rational? It certainly

seems that one should also assume that each player believes the other

 p1ayers to be rational. This is particularly clear from part 2 of the

story where we have been very sloppy in distinguishing between what the
game theorist assumes a player to assume about the other players and
what the game theorist himself assumes about the other players. But then,

- one should presumably also assume that each playexr believes that the

other players think their fellows to be rational. At this point, some
may tend to a radical move, i.e. to climb up the whole infinite ladder
of iterated mutual rationality assumptions, as some have done in a simi-
lar case within the theory of meaning.® That is, the game theorist might
assume that the rationality of the players is mutual or common knowledge
among the players (in the technical sense of Schiffer (1972), p.30f., or
Lewis (1969), p.56; cf. also here in sect. 4). Of course, all this ap-
plies equally to the second, the knowledge assumption in part 1 of the
story. So, what should the game theorist assume? One feels that it does
make a difference exactly how much is assumed about the players, but it

is hard to see how this is reflected in the received story.

P e

Part 4 (pertinent to all two-person zero-sum games): Now von Neumann N There is another unclarity. What does "rational" exactly mean as used

in the rationality assumption? The explanation cited from Luce and Raiffa

........

tells us that we can generalize the whole story to all two-person zero-

Sum games, if we are willing to allow a little trick, i.e. to allow each is of no great help, since preferences and utilities refer only to stra-
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tegy combinations; nowhere in standard game'theary is a preference order
or even a utility function established'solely for the alternatives of
one plaver. So, one would like to have sharply specified another, more
utilizable sense of "rational". Presumably, however, the guestion was
the wrong one. Presumably,sstandard game theory thinks it preferable or
unavoidable to leave "rational" wvague in the initial assumptions and
explanations, promising to render it precise later on. But for the mo-
"ment, this is only to say that "rational” is intendedly vague, and this
is no improvement.

The crux of the matter is this: Standard game theory does nowhere
reason from the initial assumptions in a rigorous way; they are exclu-
sively employed in plausibility arguments. The attitude seems to have
been that first the intuitive grounds are to be prepared for the sub-

- sequent exact theorizing, and that one need not weigh every word in that
"jpreparation. Thus, some nice differences are blurred already at tﬁe in-
=_ tuitive level, leaving no chance to the hard theorizing to undo this
laxness. From the Bayesian point of view, this is the first decisive
slip onto shaky grounds.

-To part 2: We have already mentioned that stronger assumptions about
fhe'players than those of part 1 are necessary for having the players
see the game situation in the same way as the game theorist and thus for
part 2 to pass through. But there is another flaw, which 1is particularly
clear in the case of a two-person zero-sum game with exactly one eqﬁili-
~brium point in pure strategies. In this case, part 2 concludes that each
player can rationally choose only his equilibrium strategy. But this is
- premature; what follows is only this: If the game theorist succeeds in
-_diStinguishing exactly one choice as rational, then this must be the

‘equilibrium strategy. However, there is no guarantee that the if-sentence

fiﬁ true; perhaps the game theorist's problem is such that he can narrow
' ﬁ9wn the range of rational choice only partially and not to a singleton.

' More generally: What part 2 shows is that the game theorist cannot estab-

~1lish some choice set as rational tc the exclusion of eguilibrium strate-
‘'gies, but it has still to be shown on other grounds that a choice only
among the equilibrium strategies can be positively established as ratio-
nal. Part 3 might prepare such grounds; so let us turn to it.

o part 3: There has been a lot written about the decision rule of
maximinimizing, and all the essential pros and cons are known. The pre-
sent state of discussion is, I feel, a somewhat smoothed one. It scems
to be generally accepted that maximinimizing cannot serve as a basic
decision rule entitled to general applicability; it leads to absurdities

in too many situations. Nevertheless, it is acknowledged as a discuss-
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“lable, respectable, or even convincing decision rule in some types of

situations, most ndtably in two-person zero—-sum games, but also for
decisions under uncertainty, in statistical decision theory, and more
recently in Rawls' original position (cf. Rawls (1971), sect. 26).
From a theoretical point of view, however, this state of affairs is
utterly dissatisfying. From this point of view, it simply does not do
to find intuitively convincing decision rules for various types of si-

tuations, to support the intuitive judgment by some sort of systematic

?;argument, and to leave it at that. No, if different decision rules are
?freally to be accepted for different types of situations, then one would

; want to know some leading or unifying principles explaining or at least

describing exactly under which conditions which decision rules are ap-
propriate in which situations; or, what would be nicer, one would like
to have some basic decision rule from which the others may be derived.

But in trying to answer this demand with respect to game theory, we ob-

‘viously rum straight into the obscurities found in part 1.

To be sure, all I am doing here is to appeal to theoretical aware-

?~ness. But I would like to make this appeal more pressing by the follow-

1ng argument.

It has to do with Savage's small worlds - a subjeét whose theoretical
importance, I think, has only insufficiently been recognized, and which
is concerned with the fact that the description of one and the same de-
cision situation may be based on different worlds. Here, a world 1is -
loosely speaking, we need not really go into technical details = the
collection of all the items which are exzpliciily to be considered in
the description as relevant to the decision situation. Savage's obser-
vation was now that there seems to be no good way of telling which is
the right world on which to base the description of a given decision
situation. Prima facie, it may seem plausible to put into a world each
item which is in fact relevant, but in general this would yield un-
manageably large worlds. So, instead of looking for the right world we
should rather try to find out when two descriptions based on different
worlds may be said to be eguivalent. To this end Savage developed a
method of reducing a description based on a large world to a descrip-
tion based on a small world which may be warrantedly said to be egui-
valent to the first one. The essential feature of the reduction method
is how it ascribes utilities to the possible consequences included 1in
the small-world description, and Savage does this in the following way:
Viewed from the large-world description, there are certain probabilities
P with which a less detailed small-world conseguence, Say ¢, shapes tO

various, more detailed large-world conseguences e having certain uti-
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lities U then the utility of ¢ in the small-world desbription ig to around? (This makes a difference; the two methods are not commutative.)

be the expectation wvalue Epiui*7

One might perhaps envisage other reduction methods (though one need

And so on. all this is very awkward, and we should try everything to

avoid this muddle.

not, I think): but what is important for us now is that, whatever re-~ A final word: Von Neumann's version of 3, the "betweenity"-argument,

duction method is chosen, it must be such that the decision rule adopted jE?’i';.:-?hfr-h’?a more the air of being rigorous than Charlie's intuitive reasonlng

1s compatible with it. This means that, when the decision rule is applied %?But it is not. In the minorant game Charlie knows that Lucy will know

to the large~world description, the same decision (in fact, the same _ what he will do, and in the majorant game he will know what Lucy will
preference order among the alternatives) must result as when the decision . do and he alsc knows that Lucy knows this, etc. In the real game situ-

rule is applied to the reduced small-world descriptimnfaﬂctually, it is ‘ation he has no such knowledge, i.e. he is epistemically worse off than

somewhat misleading to say only that reduction method and decision rule | “in both the minorant and the majorant game. (This also means, however,
must be compatible. Rather, the reduction method is the bagsic thing to . that in terms of expected utility he may be better off than in the other

be chosen, and then the decision rule ensues as a mere special case;
for the decision rule effects nothing but a maximal reduction to the

;two games.) In this respect the real game is not "between” the minorant

~and the majorant game, and there seems to be little chance to render the
_mlnlmal description which explicitly considers only the alternatives
of the decision maker and nothing else.

;nbetweenity"margument cerrect (as is also argued by McClennen (1976)).
To part 4: This part of the received story is still the clearest
The next point to observe is that the reduction method which is the .
 'natural generalization of the decision rule of maximinimizing is a wild
one, indeed. According to it, the utility of a small-world conseguence
would be the minimum of the utilities of the large-world consequénces
_ta which it might shape up; and it need not be demonstrated that this

leads to all sorts of absurd and intuitively unacceptable results. In

iisymptom to me that something must have gone wrong with it; somehow all
E?¥the little slips seem to have led us completely astray. For a mixed stra-
;§ tegy simply cannot be thecrational or optimal choice. This need not be

ﬁ argued anew, I think; the ineffectiveness of such compelling reasoning
; as that of Chernoff (1954} can only be explained by the fact that (the
i'other parts of) the standard story had too strong a hold on people. Let

fact, n : . : :
obody, even no adherent of maximinimizing, has ever sericusly me just repeat a brief version of such reasoning: It starts by assuming

cons | . ,
idered this reduction method. That is, maximinimizing was held to that the players have some sort of preference ordering among their al-

be reasonably applicable only to small-world descriptions of a decision.
~situation, which are already obtained by Savage's reduction method of

forming expected utilities. Or more briefly, what is maximinimized are

ternatives. Though game theory does not establish such an ordering, as

7

)
.
l-.gl!-:.g :'%y 5

already mentioned, to deny its being possible or making sense just tor
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game situations would be a strange claim indeed. Now a mixture of two

al o
ways eXpected utilities {(with regspect to some large-world description). - comparable alternatives obviously cannot be better than both of them;

'_Thls is particularly clear in game theory where the utilities contained

in the normal form usually are expected utilities derived from the ex-
tensive form.

- Thus,

J;and if the ordering should not be complete or connected, if there should

be two incomparable alternatives, then_a mixture of these would in turn

be incomparable to both of them. Hence, in no case can a mixture be bet-

the theoretical muddle turning up with the decision rule of ter than what it is mixed of, and there is noc need to consider mixed

maximinimizi '
iminimizing is profounder than it seemed. First, the muddle was that strategies as options of the plavers.

various decisi ; , | : :
on rules seemed to be appropriate to various decision si- In fact, it is not clear whether anyone has really claimed a mixed

tuations without there being any unifying principles. But now, when de- f%;” equilibrium strategy to be thke rational choice, since there is the fol-
cision rules are seen tOo be special cases of reduction methods, we have E;? lowing inherent counter-argument which is well- known. If a player 1is
the muddle within single decision situations, since to maximinimize ex- E;f_ firmly convinced that his opponent plays his mixed equilibrium strategy.
Pfﬂtfd utilities is in effect to apply two different reduction methods =§§ then all the pure strategies mixed in his own equilibrium strategy (and
w1th1n‘one decision situation. There are urgent guestions then. Which Eé” all other mixtures of them) have the same maximal expected utility. That
reduction method is appropriate exactly to which items of the decision é?i  is, if either of the players is faithful to game theory, the other need

situation? | ;
And why? Why first reduce by taking expected utilities and A not be and is justified to neaglect mixed strategies, and if either ot

then redu
ce by considering minimum utilities? Why not the other way them is not faithful to game theory, then game theory is suspended any-
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'way for the present. This inétability of equilibrium points. in mixéd
strategies (which indicates that part 2 of the story, even if unobjec-
tionable, cannot be smoothly carried over to part 4) has also worried
Harsanyi in his (1973) article to which we shall return.

- The arguments usually added are of no help here. The secrecy arqument
that randomizing is good for hedging against clever opponents® is a non-
starter, since, as (normal form) game situations are usually described,
the players simply cannot know or find out before their choice whaf the
1oﬁher.players will do, uniess they have telepathic or similarly exotic

- capacities. They may have more or less well evidenced baliefs about the
{Qothers, but again, according to the usual description, the unobserved
  pr0cess of choosing in the situation at hand cannot be part of that evi-
?fﬁence. To put it somewhat polemically: the intriguing point in game
_ftheory is not the fear of the advent of knowledge, but rather the cer-

- ~tainty of the absence of knowledge.

__'_ Another line often found in textbooks, whether for illustratory or
jfar justificatory reasons, is to imagine a game being played very or in-
;éfln;tely many times. If this is taken, however, as one plaving of the
?;Supergame constructed from the original game, this line is no advance,
  simply because all the theoretical trouble we had with the original
'Lgame_turns up anew in the supergame. But even if we suppose that a sta-—
. tistically unexploitable random sequence of pure strategies of the ori-
- ginal game (showing up in the appropriate proportions) is .2 reasonable
:“chaice in the supergame (which it is, of course) and that there would
ifbe a4 theoretically uncbjectionable justification of this, we do not get
_Jahead There is no strict inference from that to what is rational when
' the.or1g1nal game is played only once.l®

o The secrecy argument makes more sense in this context of repeated
~jplay1ng, because randomizing in earlier plays may be used for becoming
jglncalculable in later plays. But all this misses the point. The plausi-
 blllty and the practical value of such considerations is uncontested.
 The.p01nt, however, is that as such they do not contribute to founda-
tion-oriented theorizing. And there mixed strategies taken as possible

- choices of the players can be safely neglected for the reasons mentioned.

1. How to Make Sense of Game Theory (continued)

We could have evaded all this trouble by strictly sticking to the
~decision theoretic position. Then we would have to spell out full deci-
Sion models for the players which force us to explicitly state all our

assumptions, in particular the epistemic cnes, about the players and to

250

rigorously deduce the ratimnal choices from them by the rule of maximi-
zing expected utility instead 0of reasoning by plausibility. Thus, part
1 of the story would be as precise as desired. Part 2 would be still in

'fdrce, though in its weakened form stated in the commentary to it. The

ﬁ. _mnddle of part 3 would be cleared up at once. And we would never had

the idea of resorting to mixed strategies.
Very well then. But what does the positive Bayesian theory look like?

??And does it not run into new trouble? Let us see. We should first intro-

:::::

“1duce some terminology. In this section, being rational 1is precisely to

~,méan maximizing expected utility and nothing else; this 1is important.

fﬁﬂ$i Thﬁt a person firmly believes that p, is to mean that its subjective

 Probabi1itY for p is 1. With respect to two persons 1 and 2 we define

_g* ?recursively: Person 72 (£=1,2) has a belief of first order in p if it

%fé gfirmly believes that p; person < has a belief of n+l-st? order in p if
fit firmly believes that person j (j+i) has a belief of n-th order in p;
;and p is mutual knowledge of the n-th order among the two persons iff
éﬁ-is true and both have beliefs of all orders up to »n in p (though,

3§£rictly speaking, it need not be knowledge what they have, but rather

__________
FEHAE,
WL

- ‘only true beliefs).

” Lét s turn now to the simplest case, to two-person zZero-sum games

ﬁ fin normal form with exactly one equilibrium point in pure strategies,

”%i% iﬁhere Charlie (the row-chooser) and Lucy (the column—-chooser) are ourx

. ?two opponents. Part 1 of the received story and the commentary to it

- ?Euggest to start the analysis by assumiﬁg that the rationality of Char-

Efé - lie and Lucy and their utilities as given by the game matrix are.mutual-

é;é -'knowledge of some order still to be specified among them. If this order

§?$=5 15 v, let us call this assumption RUM . Does some RUM already solve these
f:rgames? Unfortunately no. What the RﬂMs do is to eliminate alternatives

. which are strictly dominated from the beginning or after some alterna-

tives have been eliminated in this way. For instance, the following

RETE
R,

game is solved by RUM ¢ (which, of course, implies RUM4,...,RUM1).

llllll

@ T » » T ¥ : BENENS

6
7
1
4
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1
2
&
4

Lucy firmly believes that Charlilie will never 4o 4a,i

Charlie firmly believes that LucCy firmly believes this

a ig eliminated by

Because of RUM1,
because of RUMQ,

and will hence never do b4; and in the same way,
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RUM3, b3 by RUM4'{that solves the problem for Charlie), and finally a.,
by RUMS (that solves the problem for Lucy, tco).

To generalize: If the RUMs effect to eliminate all but one alterna-
tive of a playver, then the alternative left can only be his equilibrium
strategy. Unfortunately, the games in which RUM is so effective are of
rather special character. For example, all RUM together is powerless in
the following typical game:

bZ b2 bS
a., 2 3 3
a, 17 O 4
a., T 4 O

~ Here, RIJM1 does not eliminate anything, and then no RUM can.
There is the snag of the Bayesian position. According to the standard

stcry, the somewhat vague assumptions of part 1 seem to justify equili-
‘brium or maximin strategies for all two-person zero-sum games in cuite
'cqhvincing a way. Now, under a decision theoretic exactification ghese
_assumptions condense to RUMs; but the RUMs are weak and do not knock
down but the most special cases. For non-Bayesians this settles the mat-
_ter,.and even Bayesians start to roll at this point. But in my view, any
.departure from the decision theoretic path is theoretically disastrous
: er the reasons mentioned. Thus, as eguilibrium strategies seem and are
.?idely held to be reasonable, the task can only be fc strengthen RUM

by some plausible assumption from which the equilibrium strategies may

~be proved to be rational. The assumption I am going to state is, I think,

the one which is closest to the spirit of standard game theory; in fact,
it'will be so trivial an adaption that you will be disappaintea:

‘The trﬁuble with our second example was that, according to RUM, Char-
lig's and Lucy's epistemic states concerning the other's actions were
pot restricted at all, and that each of his or her alternatives was op-
timal with respect to some epistemic state. Thus, we should introduce
some restriction concerning these epistemic states. One way to do this
is to strengthen RUMH to RUEH',lr i.e. the assumption that not only the
rationality of Charlie and Lucy and their wtilities, but also their epi-
stemic states concerning the other's actions are mutual knowledge of
some order »n among them.

A bit more formally, this amounts to the following theorems which in
fact apply to all two-person games in normal form. Denote the set of

Charlie'’ ' J
1e's alternatives by AJ and that of Lucy's by Az, and let us con-
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. formal device (as Wthh they are still useful, of course) ;

that theése "theorems" may be quite trivially generalized tO

sider the following propositions:

(1) Charlie is rational,

(1') Lucy is rational,

(2)  his utility function for 4, x4, is U,

{2') her utility function for ijﬁg is Uz (not necessarily -UI)’
w.ﬁ“{3) his subjective probability function for A2 is PI'
?Efé¢(3') her subjectiVE=probabili£y function for A, is Py,

%%f%;(4)

- (5) } he firmly believes that { (2') ,
35%@A{8) } he firmly believes that she firmly belijieves that (2) .;

ﬁifﬁf(é ) = (9') as (4) - (9) with the roles of Charlie and Lucy interchanged,

~_ (10) Charlie's mixed strategy s, =1, and Lucy's mixed strategy s,=7F,

(1")

(3')
(1)

(3)

are in eqguilibrium,

-~ (11) he chooses a pure strategy which is best against s,=P,,

fm§;1(11') she chooses a pure strategy which 1s best against sI-nP?.

Then we have the following "intrapersonal" theorem (in the sense that

it speaks only about one person) , that (1) - (9) imply (10) and (11), and
__ the "interpersonal" theorem, that (1) - (6) and (1') - (6') imply (10),
Eiawé?(11), and (11').

The proof hardly deserves stating: Let B.g;Ai (7=1,2) be the set of

. all pure strategies which are best against s (j#7) according to U...
©  Denote by M(B,) the set of all mixtures of strategies in B.. Then, of

course, each mixed strategy in M(B ) is best against 8 ;- Now (3) - (6)
imply that 32EEM(B ). Similarly, 1t follows from (6) - (9), or from

(3') - (6"), that s, €M(B,). Hence, &, and s, are in equilibrium, and

flnally, (1) and (17), respectively, entail (11) and (11') .

I hasten to add that we have just used mixed strategies Gnly as a
is here
considered only as something that Charlie has and sg_not as samethlng

that Lucy may do, though they may be formally equated. Let me also add
all n—person

games in normal form.'!

My reason for stating the "theorems" was that I think their form toO
be paradiématic of game theoretic theorems. They characterize a player
by a full decision model in which both his desires and his beliefs arec
described as detailed as is needed; and they uncompromisingly take maxi-
mizing expected utility as the only decision rule. Thus, they are strict
1y Bayesian, and as such they conform to all demands arisen from the

criticism in the preceding section.
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- And they should not be blamed for their conclusions (11) and (11'); % %;pnﬁt a subject we need to engage with.)

I think, though this conclusion is not completely determinate for games Secondly, it is hard to say generally, whether (5) or (6), or whether

without an equilibrium point in pure strategies. Standard game theory
is equally unspecific with respect to pure strategies, and it was al- -
ready clear that within a Bayesian account we cannot achieve more spe- é;%;whether beliets or desires of other persons are more easily knowable;

cific results by allowing mixed strategies. Thus, this much indetermi- _ and this need not be argued, I think.

nateness is unavoidable, and there is no ground for disappointment in %f?i' And a third thing to note is that it would not be gquite correct to
;;f;say that the éurplus of RUE as against RUM consists in the mutual know-
Ei?;ledge of the players' epistemic states, since usually some such thing

will certainly grant that the premises accord to the spirit of standard .~ is already contained in RUM. That is, if a game has chance moves, then
L -he players' epistemic states concerning these chance moves are assumed

game theory. Referring to the "intrapersonal" theorem, the premises (1),

(2), (4), (5), (7), and (8) are part of RUM,, which is accepted in game by RUM to be mutually known, because RUM then requires expected utili-
~ theory anyway; (3), (6), and (9) also conform to the general téndency
~to assume publicness of its assumptions, and, in particular, they ac-

this respect.

But, presumably, you will blame them for their premises, though you

Eies to be mutually known.
Yet despite these defensive remarks, (6) and (9) still seem to be

more problematic than (5) and (8) -~ at least in the usual examples for

fﬁd-person games (and this cannot be dismissed by saying that the exam-

 ples would be biased). This is supported by the shaiclng consluerations:

. However, one will retort, it is not at all in the spirit of, but ra- @
. ther a caricature of game theory to take (3), (6), and (9) , though true ;gﬁi“ Firstly, the assumption that the players' epistemic states concerning

ﬁbhance moves are mutually known seems to be innocuous in many (though

not in:all) gsituations - e.g. for chance moves like throwing of dice,

. count for the fear of being transparent to the opponent, which game
~  theory imputes to the players.

,; 0f ratiogal players, as premises, because thereby it is ocoutright pre-
- 5upposed'what game theory does, or strives to, establish by showing that b
~ but also when the subjective probabilities concerning a chance move can-

f E1.and 84+ respectively, are the rational things to do for Charlie and R .
.  f0I Lucy (which entails (3), (6), and (9) because of the assumed mutual %ﬁi 10t be so easily taken as reflecting the knowledge of the objective pro-
;fknﬁwledge of rationality). I could now repeat arguing that something ﬁ.%ababilities for that chance move, and even when there are no objective
v like (3), (6), and (9) is not at all rigorously established in standard
i;game theory,.and here we are again. Where is the rub here? I think, even
”'if one grants me what I have said so far, there remains the definite
ff?f&éling that I have not done full Jjustice to standard game theory. The
,ffﬁct that the Bayesian renarration produces such a triviality when ta-
;kipg the apparent aim of the standard story, i.e. that of establishing
. rational action, at face value clearly indicates that the standard story

F;‘intends something more that we have not vet grasped. But let us defer

;<3ﬁprobabilities for the chance move in guestion. For instance, a chance
. 'move might be whether Snoopy is just searching for the Red Baron, and
2ﬁﬁ;then we might imagine Charlie to reason as follows: "Snoopy has started

] i3
o e T
e

e
. LT

.
r Y

fflgiﬁearching vesterday, and usually it takes him days. So, very probably,

g;say to a degree of .9, he is still on search. Now, since Lucy and I to-

%;gether observed him mounting his Sopwith Camel yesterday, I know her,
géiand she knows me, to know that Snoopy has started yesterday. Moreover,
5¥she knows him almost as well as I do, and she knows how well I know him;
;3thus she will guess my probability about Sncopy correctly, and she her-

:this crucial point for the moment: we shall get clearer about it when :
.“'”self will have about the same probability." Whenever such considerations

~We approach it from an abstracter level later on. |
Another blame might be that (3), (6), and (9) are much more implau- f;ii are appropriate, at least second order mutual knowledge of the players

Sible assumptions than the others (though this is rather the opposite ;§ ; beliefs about a chance move may be plausibly assumed.’?

of the preceding blame that (3), (6), and (9) were presupposed instead -Similarly, mutual knowledge of utilities often seems unproblematic.

of proved). Three remarks are pertinent here: '5; Thus, imagine Charlie and Lucy playing matching pennies; here 1s another

First, all of (1) - (9) are idealizations, of course. But there is no :;ﬂ easy reasoning of Charlie establishing (2), (5), and (8) for this play:
reason at all, why (3), (6), and (9) should be graver idealizations than é? "I give no guarter, I want to win. So, my utilities stand firm. Now,
the other assumptions. Thus, this cannot be the point this blame is di- ?? Lucy knows human nature quite well, and mine in partigular- N W
rected to. (And the problematic nature of idealizations in general is E; er money, and I am not sc different, after all. Thus, she will know my
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2lso some loose ends of the Bayesian story, and it may

__ But we jusﬁ'fﬁund
we might be forced to fall back on

in order to tie them up,
5o let me belabour

i.e. by considering the conce
jons are based, and let me take up the

preferences. But she 1 o : I

P _ es. But she is not so different, too, she has proved it oft 1
en

'~ seem as if,

ﬂ%fthe reccived story.

__somewhat deepexr level,

on which the different posit

enough. So, her utilities should be contrary to mine."”
the whole subject once more at a

In
contrast to these two reasonings, let us see whether there is a
ptions of rationali-

S%milar reasoning for (3), (6), and (9). This is how Charlie might de-
liberate: "How probable are the wvarious alternatives of Lucy? In order %hty
. ?standard story first:

;; in fact, there does not
iﬁionality lying behind standard game
;ﬁ concept of rationality was much preferred in decision and game theory
;ﬁnd related fields at least during the fifties and sixties. The first
om a sensible suspicion of any

y comprehensive,
step reasoning should lead to a

of intui-

to find this out, I should examine my evidence about her.” Paus '
- el e' -—
seem to be a very definite conception of ra-

"Wel ' ;
| 1, whatever my evidence is, I have gathered it with her knowledge;
theory. Another way of developing

there is nothing peculiar or mysterious about it. Thus, (a) she will
- ‘ ’ 1
approximately know what evidence I have about her. But then (b} she

w
i1l also correctly guess my probabilities; after all, our ways of
grand picture, was not to

rule, born fr
but rash conception of ra-

prejudge the subject by an

sﬁiionality. Rather, a cautious step~by~-
as Rawls (1971), pp.48ff., termed it,

Thus, one gtarted with sonme intuitively

r deductive conseguences,
jtively unreason-

thinking
o 1pg are not so different. In the same way, she will probably think
at I correctly guess her probabilities about me." - Pause. - "Look i
now it foll ' - o 0 5
ows with RUM (RUM,, to be precise) that (c) my prcbabilit;éS ﬁ
[provided this i | P
p ed this is the only eguilibrium point]. < %%%ieflective equilibrium,

Wasn't that an - A
Smart: 2 tive and systematic arguments.

No,; it was a bit fi 1
| | Sth compared wi ! . :
4 ith the first two reasonings. In . yery compelling assumptlons displayed thel
. = ‘
£ these conseguences wWere intu

.éﬁcrutinized whether any O
;;able, eventually dropped the weakest a tried to add new as-

checked them in the samc way s
I this way, a stock of basic princi

re thing principle (and of
v which were tai-

must be PJ and hers P2

And hence, (d) she also thinks me to have P

distinguished basilcC and derived
ples such as

dark. The really bad thing, however, .is that the reasoning to (d) was
;qumptions,
i;assumptions, and so On.
y of preferences and the su
those of the maximin variet
ged which could then very confi-
and though these princi-
they
and

sort of - ;
tc]; - :elf defeating. For, (a) was the ground for (b), but (b) led to
an . _

" b hen to (d) without reference to any evidence; thus, (a) did |
'NOt become oper ; - ' ! - %
perative at all, and this deprives (b) of its grounds § e t el

* . the transitivi

géless basic principles like
. jored to more special situations) emer

o characterize rationality;
haust the concept of rationality.

for decisions under certainty
for decisions under

The obvi '
. ious way of rendering Charlie's third reasoning sound seems
e to '
_ | explicitly state some evidence which Charlie may plausibly

ce t F
| 0, (d) then passes through. (Note that Charlie has thei F

‘cause P

7 net be-—

is the onl robabili ' i f
VY P ability function compatible with Lucy knowing ;kproved to be guite powerful
: 1 1 It

. 1
which probabilitie
- | 8 he has as was su ;
ne: has PI because of the e;idence he EEZSt::dbihhlspreasoning; rather, ;gﬁunder risk this method has yielded complete SUCCess;
5" ’ en . additi
though not accidentally, proves to be so compatibl % Grtionaliy, " uncertainty the results were illuminating, though not unanimously agreed
7 upon; and at least the simpler game situations were satisfactorily dealt

. ! ) e. er

~ I hope this was not
-~ dure, whose only weakness 1S,
it is not fu

escription of the actual
s to be lacking a bit

hat is there

too distorted a d

.Pﬂinta I sh . _

, I shall take it up in more detail later on. Thus, for the moment
n

1 think, that it seemn

we have to admi -
whiéh.a admit that we are still lacking grounds for (3), (6), and (9)
__ o e
by bl:e as natural as those for (2), (5), and (8), and hence Ith t
am ' - ' 2
es against allowing (3), (6), and (9) as additional r . it
are not yet fully answered. PEETEEES

1ly transparent exactly w

of conceptual clarity;
ome to bear particularly

ctive equilibrium. This has C

t I try to arguc in the se
I think, to observe +twO OX

+ of all, we must
the rationality

dis—

R driven to a refle
_ ' on game theory, oY SO at leas
in order to get a bit clearer,
cts about rationality. Firs

ationality of actions,
sires and separately

gquel.
we have,

three rather obvious fa
ictly distinguish between the I
perhaps the rationality of de

5*- The Re ._ .

2. Ihe Real Issues: Action Rationality and Epistemic Rationality
str
of beliefs, and

cuss them.
Let us consider action rationalit

SO0 far, we
have presented and compared the standard and the decision

theoretic sto
_ ry, and I hope I have made clear where the definite merits
y first, which is the declared sub-

of the Ba ' ‘
vesian story lie to my view and why they lie where they lie
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.*JjECt of decision and game theory. The.important thiﬁg Aéré.i5 that whe?.
ther an action of a person is rational or not can only be determined
relative to the subjective desires and beliefs of that person. This is
clear from everyday experience; whenever we happen upon an action which
plainly seems to be irrational, we might have to withdraw our judgment,
when the actor, or somebody familiar to him, explains us his reasons for
this acticn. And it is clear from philosophical literature which has re-
  peatedly pointed out this fact.!® Now one may call an action rational,
.;only if it is rationally linked with beliefs and desires which themsel-
ves are rational. But this is merely a terminological guestion. There is
..a certain relation between actions on the one hand and beliefs and de-
on the other hand;

to call an action rational, whenever it bears

- sires, whatever they may be, and it seems preferable,

- and I shall do so here,
'_tﬁis relation to the given beliefs and desires. Which action exactly is
: ;q#ional in this sense, usually is the result of a big weighing in which
ﬁ_egch'of thg given beliefs and desires may in principle become relevant.
'aiiﬁis is vague, of course; but it is a well-defined task to clear this
;ﬁ?j'and it is quite a different task (which is not yet our tcpic) to in-

~ vestigate the rationality of beliefs and desires.
- This one cobservation has two conseguences for us. One is that, when
dealing with action rationality, we really should entertain a subjecti-
.:vistic interpretation of probability. For there will not be very much
|. what can be said abouﬁ action rationality independently of a person's
.subjgctive beliefs; decisions under uncertainty as well as game situa-
lFians as cha;acterized in the standard story simply seem to be wunder-
 ﬁeterm£ned problems from this point of view. But if a person’'s beliefs
Lfa#e to be explicitly regarded, then we have somehow to conceptualize
-tﬁese beliefs; and probability measures are a good way, toc put it weak-
1y, of such conceptualization. This cgoes without saying in philoscphy,
I think, but, strangely, it still seems to need some stressing among
game theorists and economists.

In fact, the aversion to subjective-probabilities is present in all
of standard game theory. It is apparent in the conception and handling
0f chance moves, it shows up in the fact that the actions of others are
rnet considered as subject of a player's probabilities, and it finds ge-
neral expression in the stepchild-like treatment of the whole epistemic
make-up of the players. There is no doubt that standard game theory has
tided over this lack of the unloved subjective probabilities by bril-
%iant substitutes, but it is equally clear, I think, that this aversion
1s the main cause for the incoherencies present in the standard story.

And it has obscured the "reflective eguilibrium"-approach to rationality
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gketched above.
, The second conseguence is that, if we are keen on capturing action

:rationality in a mathematical model, we are almost automatically led to

decision theory. For the most natural way to mirror that big weighing

'“;cf subjective beliefs and desires 1is to conceptualize them in some quan-

itative wayy the practlcally unrivaled candidates for such a guantita-
ceptualization are, of course, probability measures and utility

ive con
and then the Bayesian rule of maximizing expected utility is

*_unctions;
he most plausible and mathematically simplest model of that weighlng
course, this consideration alone cannot es-

rocess and its outcome. Of
"reflective egquilibrium”

. abllsh decision theory; but since the solid
4iroun&work has already done all to support this mathematical model, it

jay be put that simply.
" What is important now is that this model gives us a complete account
ive to given beliefs and desires. That

_ of an action being rational relati
ptualization 1is

is, any other account working within a comparable conce
contradicts the decision theoretic account.

_ gither entailed by or
re may be ties according

fStrlctly speaking, this is not quite true; the

;;%itc decision theory; and in these cases, but only in these cases, another

agccount may be compatible with decision theory without being entailed

by it.)

211 that comes to this: We might perhaps guarrel with the received

heliefs and desires. But if we do not,

;ﬁcenceptuallzatlgn of subjective
justice tc action rationality when working with

~ then we cannct do full
all we need for a complete

Teless +han full decision models, and we have
on of action rationality when working with full decision

from this general perspective too, We have no good choice
ory as every-

aharacterlzati

- mﬂdels. Hence,
.?:but to keep a2 strict decision theoretic course 1in game the
IWhere else where rational action is at 1ssue.

Now it is at last time to submit the conjectur

interested not so much in action rationality in the weak sense di
f being also based oOn rational be-

aires, how-

e that game theory was
scussed

just now, but in the stronger sense O

liefs and perhaps on rational desires. The rationality of de
t. There exists a not totally unclear notion

. ever, is a very dim subjec
according

E*»of a desire being rational relative tO other given desires,
to whether the first might be inferred from the latter by rational be-
udging the rationality of

the grave
In

liefs. But whether there is also some way of 3
desires absolutely - this is an open guestion reminiscent of

ethical problem whether there are such things as objective values.
v rational desires,

this situation it is wise not to presuppose absolutel
done

and this is, of course, what every decision Or game& thecrist has
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by taking preferénces and utility functions as subjectively given. Thus,

we have only to discuss epistemic rationality to which we finally turn.

6. The Real Issues (continued)

First, I should briefly mention a familiar point (in order to forget
-about it subsequently), namely that the decision theoretic account of
action rationality already assumes a formal minimum of epistemic ratio-
nality, i.e. that subjective probabilities behave like mathematical pro-
babilities. But this was taken for granted all the time; of course, we
now have in mind a material property which goes beyond this.

- Actually, it is not so clear that standard game theory really is con-
cerned with epistemic rationality and not only with action rationality.
At
ences (like von Neumann, Moragenstern (1944) or Luce, Raiffa (1957));:

least, I could not find good evidence for this in the standard refer-

this may also have to do with the somewhat undifferentiated "reflective
IEquilibrium“—approach to explicating rationality. But the impression
from the end of section 4 that our Bayesian story somehow did not do
full justice to the standard story points to this concern. The issue
becomes much clearer, when we lock at what Harsanyi has written frﬁm

" his kind of Bayesian approach to game theory. For instance, in (1965),

p.450, he says:

"The basic difficulty in defining rational behavior in game situations

is the fact that in general each player's strategy will depend on his
expectations about the other players' strategies. Could we assume that
his expectations were given, then his problem of strategy choice would
. become an ordinary maximization problem: he could simply choose a stra-
tegy maximizing his own payoff on the assumption that the other players
would act in accordance with his given expectations. But the point is

that game theory cannot regard the players' expectations about each oth-

. er's behavior as given; rather, one of the most important problems for

gamé theory is precisely to decide what expectations intelligent players
can rationally entertain about other intelligent players'’ This
may be called the problem of mutual

In order to solve that problem, he proposes in (1966) not only "pos-

behavior.

'rational expectations'

tulates of rational behavior in a narrower sense", but also

"postulates
of rational expectations"; on p.621 he is then very explicit in stating
that these postulates imply "that the only variables influencing the
players' bargaining behavior will be:

(1) the payoffs associated with alternative outcomes for each of the
players, and
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; (ii) the subgjective probabilities each player assigns to different
 outcomes being accepted or rejected by the other player(s).

| "xm Among these variables, only those mentioned under (i) are iZndependent
iﬁﬁ variables while the variables under (ii) are themselves determined by
the variables under (i).

. This last claim 1s all-important to Harsanyi's approach and to stand-
ﬂ'ﬁéid game theory as well. and I think it is basically wrong. (In fact, if
‘ "did not think so, I could have forborne this paper.) However, I cannot
iééﬁfgne this strictly, since to this end I had to show for each principle
= epistemic rationallity one might plausibly entertain that it does not
3f;fead from (i) to (ii), and since, with the exception of some basicC prin-

1ples, there is not much agreement as to which principles should be en-

........

{;jéertalned Epistemic rationality 1is just much less elucidated than action
*ﬁﬁilﬁtlonallty No wonder, it is the time-honoured, but still acute problem
%?f 1nduct10n in its full philosophical generality. But 1 shall txry to
m,,ake plausible why I think Harsanvi's claim to be wrong. Let me start

w% y recalling some facts about epistemic rationality.

iiu Firstly, it is clear that one cannot talk absolutely of beliefs being
E.étlonal or not. A person's belief can be said to be rational only 1n
%'elatlon to the evidence this person has. Part of this relation is expli-
ﬁ:éted in deductive logic; whatever follows deductively from the evidence,
+€ s rationally to be believed. Inductive logic and statistics as well

% fthh are both more controversial) have tried to clear up more of this

élatlon. Here it has become apparent that the rationality of some epi~

f; ?emlc state depends also on the prior epistemic state, i.e. that one

hauld distinguish the problem of rational belief change - how is a prior
T pistemic state rationally to be modified in the light of new

~ from the problem of assessing the rationality of the prior epistemlc
- epistemic rationality

evidence? -

%tate - which is the more difficult one. Actually,
EE%lS still more complicated; for example, it certainly depends also on the

?«%ianguage in which the beliefs are represented. But such profound intri-

= 14
-Eigﬁa01es sre not relevant for our discussion.

Returning now to Harsanyi's claim, let us imagine again that Charlie
m and assume Some

Let us sup~

:énd Lucy are engaged in some zZero—sum game in normal for
RUM (where the "R" still stands only for action rationality) .

pose that this does not yet solve the game (i.e. that the game is like

Now we additionally assume Charlie to
I think. We have

our second example in section 4).
be epistemically rational. What does this help? Nothing,
already seen in section 4 that by deductive logic RUM does not imply any

S
thing which would narrow down Charlie's range of possible probabilitie

about Lucy. And I know of no plausible inductive prlnClplE'thCh would
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do better in this respect. The same holds true of Lucy when we assume ff%;cﬂnsider only one player; assume Charlie to have some prior distribution

her to be epistemically rational. But then it is of no help to Charlie Ezégpver Lucy's choice set, which is not an equilibrium distribution. Why
either to believe Lucy to be epistemically rational. And so on. Thus, %%iéhauld Charlie change these prior probabilities, seemingly without being
even if we additionally assume that epistemic rationality is mutual E% nec9531tated by some new evidence and according to the tracing procedure,
knéwledge of some order among Charlie and Lucy, we are not led to infer N
that they have the subjective probabilities which game theory would like
them to have. And this is contrary to Harsanyi's claim that we would be
led to infer so, i.e. that the utilities together with all the rationa-
lity we might wish (and with mutual knowledge of all this) would deter-
mine the subjective probabilities. Of course, this reasoning does not
at all exclude that the assumption of epistemic rationality might be
quite effective, when Charlie and Lucy are granted other or more evi-
dence than RUM alone.

But instead of criticizing Harsanyi's claim we should perhaps better
look at how he supports it. In his (1966) paper, however, from which I
have guoted his c¢laim, I have found no such support. There his rationa-
lity postulates indeed quite obviously imply that the players' actions
depend only on (i) and (ii); but he loses no further word about his
stronger c¢laim. Unfortunately, much the same is true of other papers in
which he explicates the program sketched in (1966). (For these papers
see the references of Harsanvi (1965) and (1966).)

Perhaps our interest is answered by the theory which he has recently

developed together with Reinhard Selten, and which proposes a new two-

stage proéedure towards solving n-person non-cooperative games (cf. Har- 2
sanyl (1975) and (1976)): 5% ”%ecause of "small stochastic fluctuations in his subjective and objec-

"First, a prior subjective probability distribution p_. is assigned ?ﬁ give conditions (e.g., in his mood, taste, resources, social situation,
to the pure strategies of each player 7, meant to represent the other ig ﬂétc )" (Harsanyi (1973), p.2). The probability laws governing these Os-
players' initial expectations about player Z's likely strategy choice. fﬁ wclllatlons may be different for different players, but each player is
Then, a mathematical procedure, called the tracing procedure, is used g assumed to know all these distributions. However, each player Knows only
to define the solution on the basis of these prior distributions pi. iﬁﬁﬁgf his own oscillating utilities how they exactly are at the moment of
The tracing procedure is meant to provide a mathematical representation ég{ﬂhoice. Thus, in the normal form of the disturbed game, a possible pure
for the solution process by which rational plavers manage to coordinate '%ﬁistrategy of playver 7 is a function which tells him for each possible
their strategy plans and their expectations, and make them converge to %?fversion of his true utility function which action to choose from Ai‘
one specific equilibrium point as solution for the game." (Harsanyi ﬁt The players' utility functions for the normal form of the disturbed game
(1976) , p.211.) f; are then immediately to be inferred from the above description.

This - in its details rather complicated - approach would deserve a %3} Now Harsanyi was able to prove essentially this: the disturbed game
longer discussion. But let it suffice to indicate why it, too, does not 3 has at least one egquilibrium point; each equilibrium point of the dis-
seem to diminish our troubles. If we apply the apprcach to two-person " turbed game is in pure strategies; if the players choose pure strategieés
zero—-sum games, then only its second step, the tracing procedure, is i being in eguilibrium in the disturbed game, then, according to the pro~
relevant (since it drives each prior probability distribution to the '5: bability laws for the utilities, these choices come down to mixed stra-
same eqguilibrium point, namely to the only one existing). Let us now & tegies in the original game which are approximately in equilibrium there
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and the approximation is the better, the smaller the range of oscilla-

tion around the Vi's. This solves the stability problem, since in the

disturbed game equilibriums are stable because being in pure strategies,

and since choosing a pure strategy in the disturbed game implies choos-
ing a randomized strategy in the original game; moreover, randomization
comes about here because of the oscillation of the utilities and need

not be carried out intendedly by the plavers.

It seems as if this model could provide the long sought justification

(3): (6)1' and (9)
what costs does it do so? It has other strong assumptions instead. The

of the epistemic assumptions

conception of oscillating utilities is reminiscent of Thurstone's method

of treating psychological variables as random variables (cf. Thurstone
(1945)) .

cholGQY: but, roughly, a severe, acknowledged difficulty of this method

This method was an important contribution to mathematical psy-

is to determine the distributions ¢©f these random variables ({(cf. Laming
(1973), ch.2).

ter Thurstonian vsychologists than our able scientists. But one need not

interpret the oscillation of utilities as an objective probabilistic
indeterminateness of the utilities; one might interpret the probability
laws for these oscillations as expressing the subjective uncertainties
of the players about one another. Then, however, it would be gquite mys-
terious why the uncertainty about the utilities of, say, plaver < has
exactly the same form for all other plavyers. Now this last objection
does not apply to two-person games (because there is only one other
player). But even then the reinterpretation will not do, since the uti-

lity_functions of the disturbed game are assumed there to be known to

each player; and this reguires that everyone's probability distribution

for.the octher players' utilities in the original game is known to each
player. Thus, however interpreted, one can hardly be happy with the ag-
sumptions of Harsanyi's (1973) model. Besides, it still takes for gran-
ted that only ecuilibrium behaviour is rational in games with equili-
brium points 1n pure strategies.

DO we have to despair in finding some kind of justification for (3),
(6), and (9)? We indeed have to, I think,
the field defined by what I have called Harsanyi's claim,

the game situation at hand. In fact,

if we are looking for it in

i.e. only in

into the predicament where we ended up in section 4.
already hinted at there: we need not confine the evidence on which the

epistemic rationality of the players is operating to the game situation
at hand. After all,

for the assumptions (4), (5),

we might as well ask for some support or evidence

{7)} and (8), which are epistemic ones,
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in our "theorems'. But at

Thus, in a sense, Harsanyl reguires our players to be betngg,

this section has now led us exactly

And the way out was

_____

too (by assuming Charlie to believe something). Here it is very clear
that a player's belief of his fellows being rational and having such and
isuch utilities cannot be evidenced in the given game situation alone;

&frather it can only be acqulred through long and rich human experience

ﬁ”the details of which are obscure) Thus, this might also be the appro-

‘priate field of evidence for (3), (6), and (9);
ﬁmay have been in game situations a great many times, and he may thereby
mﬁhave formed the beliefs we would like him to have. In fact, Brown (13951)

ﬁthaﬂ already brought up +rhis idea in connection with his iterative pro-

ey

in particular, a player

Eﬁbess of approximating equilibrium points of two-person zero-sum games by
 fictitious playing, which is also called the Brown-Robinson process'
E?Zet me adapt this process to a rather simple story about Charlie and

;ifOrm'where their choice sets and utility functions are given, IESPECtlve‘
ﬂgiy, by AI and Az, and JI==U and Ug==—U They play it not once, but many,

;%Possiblv infinitely many times. But they are simple-minded, they do not
E?COHCElVE the situation as a supergame, they even do not think about the
%gether being rational and having such and such utilities. In each play

IE they only maximize thelr expected utility as determined by their utility
2 functions and their momentary subjective probabilities for the other's
:;ﬁCtanS. Still, they are epistemically rational 1in adjusting their pro-
'% babilities in the light of past experiences: ”
However, we do not_want to be so restrictive as to assume that both

éonform to what is called the straight rule!®, i.e. that after the n-th

?%?play their probabilities for the other's actions in the n+1-st play are
‘identical with the relative freguencies of the other's actions in the

éhfirst n plays; by assuming this we would exactly copy the original Brown=

:Rﬂbinson process. We want to be a bit more liberal, in order to connect

57the process at issue with established principles of epistemic rationall-

5~é§ty.
! We first assume that they follow the rule of conditionalization,

i'Wthh says that someone's probability P+,(C) for some event ( at some

time £7 is to be equal to his conditional probability P, (¢clE)Y for C at

where F is the experience he has gathered between
23 ROY

gome earlier time %,
¢t and t'. This is the most basic rule of rational belief change.

Charlie, e.g. this means that after n plays his probabilities for Lucy's

actions in the n+1-st play are his prior probabilities for these condi-

tionalized by what she has done in the first = rlays.
Secondly, in order to retain the merits of the straight rule,

sume that they satisfy the so-called axiom of convergence OI Reichen-

we as=«-

ry - '

i oo

7 :

Eorriety

sl :2 65
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However, the assumptions of the Brown—-Robinson process are rather poor;

bach axiom, which says for Charlie, e.g., that the difference between
f our Charlie and Lucy are there not even treated as genuine game theore-

his probabilities for Lucy's actions in the n+1-st play and the relativeff
. ; itic subjects, because according to these assumptions each of them has

-

% %tﬂ see the other as some irregular die whose propensity of landing with
% :'is or that side up has to be found cut. Thus, the natural idea would
;e to enrich the assumptions of the game learning process by treating
arlie and Lucy as game theoretic¢ subjects, i.e. by letting them know
the other's utilities and by letting them theorize about the other's
istemic states. Whether such assumptions would make game learning
srocesses move to the desired result in more general than only two-per-

frequencies of these actions in the first »n plays, whatever they are,
- converges to zero (for n-»e«). Thus, one might say that the Reichenbach
axiom ensures that in the end experience getﬂ the upper hand of prior

conceptions; it is therefore generally considered as a further minimal

requirement of epistemic rationality.lB

‘Now, if Charlie and Lucy have this much epistemic and action rationa-
lity, and if the original game has exactly one ecuilibrium point con-

sisting of Charlie's (mixed or pure) strategy ¢, and Lucy's s,, then we |
son zero-sum games, is, however, a very open question. -

°  The long and the short of all this: In the absence of more concrete
fesults, at least a general moral may be drawn from the previous dis-
cussion. Distinguish strictly between action rationality and epistemic

have: for each ¢ € 4., the relative freguency with which Charlie chooses

1
a in the described game process converges to the probability with which

a shows up in s and the correspconding is true of Lucy. Because of this

I ; 1
Charlie also tends to develop the appropriate belief (3) about Lucy, angj
rationality. If your concern is action rationality, then design full

decision models for your subjects and determine rational action by the

rule of maximizing expected utility; and if this alone does not satisfy
vou, if you search for some account for the epistemic assumptions writ-
ten intoc the decision models, then keep strictly to some rules of epis-

temic rationality as basic and as widely acceptable as possible. Other-
20

vice versa for Lucy.'” Thus, in the given special case this story meets

all the demands arisen in our discussion above.

My point in telling this (mathematically trivially) liberalized ver-
'sion of the Brown-Robinson process is, to repeat it, not to remind us
0of something like the intuitive attractiveness of the Brown-Robinson

idea; this would be superfluous. Rather, it is that some such story must

be told, 1f we want to have reasonable theoretical grounds for such wise, theoretical and foundational confusion threatens.

epistemic premises as (3), (6), and (9), which in turn must be included ;

3

in game theoretic theorizing, if it is to be unassailable. And this is

Bk
i.:
£

Notes
sO because only such stories about game learning processes can give a

1 The problems of the normal form exhibited by Selten (1975) havg no
bearing on my considerations, which therefore apply as well to his 1im-

proved conception.
2 por this action theoretic topic cf. e.g. Churchland (1970).

* Though it is not the only and in my view even not the best one;
Spohn (1978), ch.Z.
“ Cf. e.g. Stegmiiller (1970), ch.IIl-V, and (1973a), ch.vIi1I, or Putnam
(1975), ch.11,12, and 22.

5 gimilarly, a good and unified view of a strategically thinking and
acting person is as one which theorizes decision-theoretically about

his or her own future action; cf. Spohn (1978), ch.4.

6 cf. e.g. Lewis (1969) and Schiffer (1972).

7 For all details see Savage (1954), sect. 5.5, and Spohn (1978), sect.

2.3 and 3.6.

8 gince in Savage (1954) the decision rule 1is to maximize expected gtﬁ-
lity, it is no wonder that his reduction method likewise operates Wl

expected utilities.
° Cf. e.g. Luce, Raiffa (1957), p.75.

10 7+ may be worth noting here that the attempts of explaining sinqli;d
case probabilities in terms of long-run considerations have also pro

to be inconclusive; cf. Hacking (1965), ch.IV.

- theoretical account of the evidence leading epistemically rational play-
ers to the beliefs (3), (6), and (9) - an evidence which, as I have ar- %
gued, canncot be found in the given game situation alone. E
One might object that there are many ways of coming to the beliefsw g ctf.
(3), (6), and (9) - the simplest one being that an advisory game theo- i
rist tells the players what to do and to believe (perhaps by telling
the standard story of section 3) and that the players believe him. Of
course, it may and often does go this way. But this is of no help.to
the game theorist: Firstly, he would not want to restrict his theory
to people enlightened by him, and secondly, he certainly has no theory
at all about the communicative exchange between him and the players,
i.e. no theory about this way of coming to the beliefs (3),‘(6), and
(9) . '
On the other hénd, it must be admitted that the theory of game learn-
ing processes is not in a too promising shape. The Brown-Robinson pro-
cess and its liberalization are nice examples, but it hardly extends
beyond the domain of two-person zero-sum games (cf. Rosenmiiller (19?1)).5;5
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11 1 fact, I am a bit ashamed of the triviality of our "theorems". I
had hoped to present something more informative; and indeed, there are

many assumptions, maybe weaker, maybe more plausible, which one might
try instead of RUE. However, I have found no assumption as effective as
RUE. But, after all, mathematical novelty is not my aim here.

12 Let me note by the way, that (1), (2), (4), (5), (7), and (8) are
Charlies's half of no stroncger RUM than RUMZ

it seems that the higher we climb up the RUM- or the RUE-hierarchy, the
more we lose ourselves in oddities.

'3 ¢cf. e.g. Hempel (1961/62) or Churchland (1970) and other literature
on rational explanation and explanation of actions.

1% This implies a trivial, but, I think, pertinent side remark: namely
that rational belief and true belief must be strictly distinguished.
Though probably most rational beliefs are true, most truths could only
irrationally believed today (because our evidence is s0 poor), and many
rational beliefs are false (because our evidence often is misleading).
This is not to say that rational and true belief would not be interre-
lated, but the nature of that connection is a deep and open philosophi-
cal problem (cf. Peirce (1960), vol.V, §§384-385+405-408, or Putnam
(1978) ). Now the game theorist assumes his players to have many true
beliefs, e.g. when he thinks the players to know the objective probabi-
lities of chance moves, or when he assumes some RUM (all the 2»n beliefs
imputed, say, to Lucy by RUM}L1 are true according to RUMH); and the point

is that, whenever he does so, he introduces a cgenuine, new assumption
which can in no way be accounted for by the epistemic rationality of

the players alone. It seems to me that the standard story was not always
guite clear about this point; for instance, when assuming not more than
first order beliefs about rationality etc. (cf. part 1 of our standard
g8tory) the (wrong) idea might have been that the higher order beliefs
somehow fall in by the rationality assumed.

1% Because Robinson (1951) has proved that Brown's idea works - cf. also
Luce, Raiffa (1957), pp.442ff.

'® Ccf. e.g. Carnap (1952), §14.

'7 The straight rule is not compatible with the rule of conditionaliza-
tion, i.e. there is in general no prior probability measure with respect
to which conditionalization yields the posterior probabilities dictated
by the straight rule. In fact, this is the strongest theoretical ground
for rejecting the straight rule. Cf. Carnap (1952), §14.

Al Stegmiiller (1973b), pp.502ff. - One might find it objectionable
that the Reichenbach axiom expresses a limit property of subjective pro-
babilities and says as such nothing about their actual form. However,
there are "actual" properties of probabilities, most notably symmetry
properties, which are known to imply the Reichenbach axiom. Cf. Carnap,
Jeffrey (1971), parts 4 and 5.

'? All this is easily proved; Robinson's (1951) proof concerning the

Brown-Robinson process simply extends to our somewhat liberalized ver-
sion. If there should be more than one equilibrium point, a more compli-

cated, but egually satisfying proposition holds true; cf. Robinson (1951)

However, in contrast to the Brown-Robinson process, nothing can here be

said about the convergence rate, because the Reichenbach axiom assumes
nothing about convergence rates.

*® I warmly thank Prof. Reinhard Selten for encouragement and healthy

sCepticism, Ulrike Haas and Andreas Kemmerling for advise in putting
and arranging things, Clara Seneca for checking my English, and the
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and that (1) - (9) are-Charmé
lie's half of no stronger RUE than RUEz. This is welcome, I think, since§

and Decision for showing me that there are some pecple

" staff of TheoTly ght be worth reading.

f;for which this paper mi
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