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Certainty is an epistemic quality or, as philosophers are used to say, an

epistemic modality. It is not easily accounted for as such; but things get even more

complicated due to the fact that certainty is often confused with other epistemic

modalities. Since I cannot discuss here the quite sophisticated technical treatments of

certainty, I focus on disentangling certainty from and relating it to other epistemic

modalities; this is the more important business for getting a hold on certainty. In

doing so, I am not presenting any original view or thesis; my view or evaluation

implicitly shows just in my selection from material which is familiar in more

formally orientied analytic philosophy, but is less known, I think, outside philosophy

(and AI).1

Certainty is most appropriately equated with unrevisability or infallibility. This

relation will be one main focus of my talk. But a more important role in the history

of philosophy was played by two other modalities, apriority and analyticity, the first

of which is clearly epistemic and the second of which may be so taken. Certainty

must be strictly distinguished from both which in turn only partly capture the

various uses of the notion of necessity. A prominent instance of confusion is

Quine's famous attack on the notion of analyticity which ended up with the

conclusion, and confusion in my view, that the only feasible sense which can be

given to it is centrality, meaning something like "hardly revisable".2 So, my other

main focus is to address these distinctions.

                                                

* Vortrag auf dem 13. Weltkongreß für Soziologie „Contested Boundaries and Shifting
Solidarities“ in Bielefeld im Juli 1994.

1 In Artificial Intelligence as well great efforts are devoted to the modelling of epistemic states;
some references are given below. In fact, philosophy has one of its most fruitful interdisciplinary
exchanges in this area.

2 Cf. Quine (1951), p. 39ff.
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Let me start with two basic observations. First, the logical form of the notion

of certainty is that it is at least a three-place relation: a is certain of p at t - where a is

a subject capable of epistemic atttitudes, t is a time, and p is a proposition or

whatever you prefer to take as an object of belief; the nature of these objects is

utterly problematic and beyond the scope of my talk.3

Secondly, certainty obviously comes in degrees; people are more or less

certain and more certain of some things than of others. Thus, certainty is in fact a

four-place relation: a is certain of p at t to the degree r. Thus stated, it is tantamount

to the most basic epistemological notion, namely: a believes p at t to the degree r. If

"certain" behaves like most adjectives, then p is plainly certain for a subject if p is

more certain than most other things; compare this with "x is a tall elephant just if x is

an elephant taller than most elephants". However, this is not the plain certainty

philosophers always talk about; their interest was in absolute certainty, as it was

usually emphasized, or in maximal certainty, to express it in terms of degrees.

So, the primary theoretical task is to account for these degrees of certainty and

belief. One important theoretical connection is that these degrees manifest themselves

in our decisions and actions; we base our actions more firmly on our firmer beliefs

and less on our lesser certainties. For our present concern, however, this is the less

important connection. One reason for this is that this is, so to speak, an impure

manifestation of the degrees of belief; they therein mesh with the degrees of our

desires or volitional attitudes in general in a very complicated fashion. The other

reason is that the only well-working theoretical model of this complicated meshing is

decision theory according to which degrees of belief are probabilities.4 Other models

of degrees of belief thus drop out of focus because they are not well embedded in the

theory of practical reasoning.

But such other models exist, as will become clear when we look at the other

theoretical connection: degrees of belief play a crucial role in the dynamics of belief.

We continuously revise our beliefs or, more generally, change our epistemic state in

the light of new evidence or information; this continuous change is described in the

                                                

3 Philosophers have burdened propositions with multiple roles, as truth bearers, as sentence
meanings, as objects of propositional attitudes. The clearer it became that no entity can play all
these roles, the unclearer it became how to characterize for each role the approriate entities.

4 The most widely used version of decision theory was developed by Savage (1954).
Philosophers became acquainted to decision theory by Jeffrey (1965). For a brief comparison of
basic decision theoretic models cf. Spohn (1978), ch. 2.



3

dynamics of belief. However, there is no workable account of this dynamics in terms

of ungraded belief5; only if one takes belief as graded, one can state reasonable

general laws of epistemic change. So, what is changed in the light of evidence is in

fact the assignment of degrees of belief or certainty to the various propositions.

The most prominent model of epistemic change, of course, is the probabilistic

one. Here, epistemic states are represented as probability measures (in the

mathematical sense). The crucial point is that conditional probabilities can be

defined relative to a probability measure. The dynamic law then basically takes the

form of a rule of conditionalization: my new probability for a given proposition is

just my old probability for it conditional on the evidence gathered in between.6

Indeed, each account of epistemic change must provide analogous notions of

conditional epistemic states and of conditionalization.

In the meantime, there exist various alternatives to the probabilistic model and a

vast amount of literature about them. The so-called AGM approach to belief revision

is perhaps the most carefully worked out one7; there only ordinal degrees of belief

are assumed. A bolder and more powerful approach is given by the theory of so-

called ranking functions or natural (or ordinal) conditional functions.8 In AI two

other theories are even more prominent: the Dempster-Shafer theory of belief

functions9 and fuzzy logic10 (though the latter is in my view misapplied to the

epistemic matters under discussion). And more could be mentioned; the field is,

despite the enormous amount of work, still in an experimental state, so to speak.11

                                                

5 Cf. Spohn (1988), sect. 2.

6 More general rules of probabilistic belief change have been developed. The two most
prominent ones are Jeffrey's generalized conditionalization (cf. Jeffrey 1965, ch. 11) and the rule of
maximizing entropy or of minimizing relative entropy (cf. Hunter 1991).

7 Cf. Alchourrón et al. (1985), Gärdenfors (1988), and Gärdenfors and Rott (1994).

8 Cf. Spohn (1988) and (1990) and Goldszmidt and Pearl (1992).

9 Cf. Shafer (1976), (1990), and (1992).

10 Cf. Dubois and Prade (1988).

11 There have been predecessors, of course. Dempster (1967), Shackle (1969), Rescher (1976),
and Cohen (1977) perhaps deserve most to be mentioned. Shafer (1978) even mentions J. Bernoulli
and J.H. Lambert as early predecessors in the 18th century.
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Revisability or fallibility12 are clearly dynamical notions which are explicable

precisely by such theories. Certainty, however, is no less a dynamical notion. A belief

is the more certain, the harder it is to revise; it is certain in the vague and loose

everyday sense if it is hard to revise; and it is certain in the strict philosophical sense

if it is not revisable at all. All these explanations adopt a precise meaning only within

the theories of epistemic change referred to, and a different meaning, at that, in

different theories. The vague notion of hard revisability allows of a spectrum of

exactifications; but the strict notion of unrevisability or absolute certainty receives a

unique explication in each theory of epistemic change. Consider the most familiar

theory, probability theory: there, a proposition is absolutely certain or unrevisable if

and only if it has probability 1, because according to each probabilistic rule of

epistemic change a proposition keeps probability 1 forever once it has received

probability 1. Thus, a theory of certainty can be developed within probability theory;

it is in fact quite simple. Analogous assertions hold for the other theories of

epistemic change.

So, which propositions are certain? Well, I said that certainty is a subject-

relative notion; propositions which are certain for you may be uncertain for me and

vice versa; this depends on the subjective epistemic states and their dynamics. So far,

the only propositions which turn out to be certain for everyone according to the

above-mentioned theories of epistemic change are the logically true ones. Therefore

the question arises whether there are more propositions which everyone should or

may reasonably take as certain. But note that we are entering a new field with this

question. We are no longer explicating certainty, as we have done so far, but we are

looking for further rationality constraints on certainty.

A first attempt to answer the question may be to say that the propositions to be

taken as certain are the necessary propositions. But this answer is not good enough,

since there are many kinds of necessity. There is logical necessity, the strictest kind

of necessity, for which the answer is true. There is mathematical necessity the nature

of which is much discussed - does it reduce to logical necessity, is it a kind of

linguistic necessity or a kind of necessity sui generis? - to which the answer applies

as well.13 But there are also various kinds of material necessity: causal necessity,

                                                

12 Here I would like to mention the markedly different approach by Levi (1980) who strictly di-
stinguishes between fallibility and revisability.

13 By thus declaring mathematical propositions as certain or indubitable, I do not want to deny
that there is mathematical doubt. But mathematical doubt is not only beyond the scope of the
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physical necessity, historical necessity14, and so on, and the strictest of them,

metaphysical necessity15. For each of them the answer is certainly not true. We may

doubt or even disbelieve propositions which are necessary in one of these senses, we

may discover them, we may find reasons for rejecting them again, and so on. So,

these kinds of necessary propositions should not be taken as certain.

Hence, the first attempt was not yet specific enough. But it headed into the

right direction. Certainty itself may be viewed as a kind of epistemic necessity; thus

the kind of necessity which is characteristic of propositions reasonably to be held to

be certain is presumably an epistemic one as well. Which kinds of epistemic

necessity are there?

There are mainly two candidates. Since Kant has made vital use of the analy-

tic/synthetic and of the a priori/a posteriori distinction in his epistemological turn of

metaphysics, these distinctions have remained in the center of theoretical philosophy

and have caused a lot of concern and confusion.

To take up analyticity first: The common explanation is that analytic sentences

are sentences which are true only by virtue of the meaning of the expressions and the

syntactic constructions from which they are built. Analytic truths are thus known by

fully competent speakers simply in virtue of their knowledge of language. And come

what may, they cannot turn out false. The meanings may change, of course, and the

syntactic forms when associated with the new meanings may yield falsehoods. But

then you have, in a way, different sentences in a new language; it is not the old

analyticities which would thereby turn false. In this sense, analytic sentences are

epistemically necessary.

The explanation given is so common because it is vague. What is truth in

virtue of meaning alone? In order to render this precise, nothing less than a full

                                                                                                                                     
theories I am referring to; I know of no theory at all which would be able to adequately cope with
it.

14 The simplest account fo these necessities is this: Something is causally (physically,
historically) necessary just if it is logically entailed by the causal (physical, historic) laws. Thus,
insofar there are no historic laws, there are no historical necessities (except the logical ones).
Whether this simple account is adequate in each case is doubtful. It may be better, for instance, to
proceed conversely and explain causal laws in terms of causal necessity; cf., e.g., von Fraassen
(1989) and Spohn (1993).

15 Which has been forcefully reintroduced into the current philosophical discussion by Kripke
(1972), among others.
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meaning theory is required. Indeed, the search for an explication of analyticity was

an important motive in developing various and ever more sophisticated meaning

theories. Thus, in a way, there are today as many concepts of analyticity as there are

theories of meaning.16

The state of the notion of apriority is still worse. The common explanation is

that a proposition is a priori known by a subject if the subject knows it prior to any

experience. From this cautious, subject-relative explanation it needs a substantive

step to argue that the same propositions are a priori known by all subjects; these

propositions may then be called a priori by themselves. If propositions a priori are

known prior to any experience, then no experience can prove them to be false; they

are to be believed come what may. In this sense, propositions a priori are again

epistemically necessary.

This explanation of apriority is still vaguer than that of analyticity. Certainly,

the philosophical community was also misled by the logical empiricists' forcefully

doing away with apriority by simply identifying it, contra Kant, with analyticity. This

misunderstanding has been cleared up cleared up for over 20 years17, and since the

notion of apriority is widely and freely used again. However, its use is, to my

knowledge, hardly backed up by any theory and stays on a rather insecure informal

level.18 This is why I said it would be worse off than the notion of analyticity.

There is, however, a theoretical framework which in my view improves upon

the situation. The part of the theory of meaning which is relevant to an account of

analyticity is referential semantics, i.e. that part which is concerned with reference

and truth. It has received its most powerful and up-to-date format in the so-called

character theory of David Kaplan.19 Kaplan wanted it to keep separate from

epistemology, but Robert Stalnaker has given it an explicitly epistemological

                                                

16 Quine (1960) tries to satisfy us with ersatz concepts like stimulus meaning and stimulus
analyticity. Putnam had influential, though changing views on the matter; see Putnam (1975), ch.
2 and 12. Lewis (1969) is ultimately an attempt to reestablish the notion of analyticity. And so on;
the list could be continued almost indefinitely.

17 Due to Kripke (1972) who made very clear that analyticity, metaphysical necessity, and
apriority are three different notions and that the latter two are in fact independent, since there are
clear cases of necessities a posteriori and of contingencies a priori.

18 Cf., e.g., Putnam (1983), ch. 6 and 7, Kitcher (1980) or Casullo (1988).

19 Cf. Kaplan (1977) and (1989) and Lewis (1980).
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reinterpretation.20 Given this reinterpretation, the theory is capable not only of

explicating metaphysical necessity and analyticity, but also of analyzing apriority.21

It thus provides a framework for studying not only apriority, but also its relation to

other central modal notions. In this it is unrivaled, as far as I know, and that is why I

am mentioning it here.

According to these explications, analyticity is a stronger notion than

apriority.22 There is, however, a further difference. Analyticity is a communal notion

applying to a given language as spoken by a given linguistic community, whereas

apriority is rather a subjective notion applying to the propositions or thought

contents entertained by a given epistemic subject.23 This difference is relevant here

because the truths which are analytic on the communal level need not be a priori

known on the subjective level. This is so because knowledge of analytic truths

requires full semantic competence in a strong sense which we may well fail to satisfy

without ceasing to count as members of our linguistic community.24 Thus, analytic

truths are not necessarily subjectively certain; only a priori truths taken at the

subjective level are certain.

This brings us back to our topic. I said which propositions a subject takes as

certain is up to her or him and depends on her or his dynamics of epistemic states.

But it is certainly a rationality postulate on this dynamics that all and only

propositions a priori are taken to be certain, i.e.unrevisable. On the one hand, there

will never arise a need to revise the belief in an a priori proposition because it is

                                                

20 Cf. Stalnaker (1978) and (1987). However, Stalnaker did not conceive of himself as
reinterpreting Kaplan; he intended just different things with a formal apparatus similar to Kaplan's.
The relation between Kaplan and Stalnaker is reconstructed in Haas-Spohn (1994).

21 Technically speaking, metaphysical necessity is truth at the actual context and all indices,
apriority is truth at all contexts, and analyticity is truth at all contexts and indices. Thus,
analyticity is the strongest notion and comes to a priori necessity, as Kripke (1972), p. 264, has
already claimed. The significance of these explications is, however, revealed only by studying the
whole framework. Cf. Haas-Spohn (1994), sect. 1.2.

22 The standard example for a sentence which is a priori, but not analytic is "I exist now".
Whether any of Kant's arguments for his synthetic truths a priori can be made good is questionable.

23 One may also make sense of a linguistic or communal a priori, but the subjective one is
certainly the primary notion. For a way to account for the communal as well as for the subjective
level within the framework of Kaplan and Stalnaker see Haas-Spohn (1994), section 3.9. Of course,
my earlier claim about the relative strength of analyticity and apriority holds only when both
notions are taken at the same level.

24 This is forcefully argued by Burge (1979) who builds his far-reaching doctrine of anti-
individualism on this fact.
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independent from any information, evidence, or experience. On the other hand, there

may always arise the need to revise the belief in an a posteriori proposition because it

is dependent on information and adopted only after some experience which may have

been misleading, which may be amended or superseded by further evidence; it may

therefore be disadvantageous to stick to it come what may. Indeed, this postulate is

just a generalized version of the regularity axiom of Carnap's inductive logic25 which

is widely held to be reasonable. But note that it is only this rationality postulate

which positively connects the two parts of my talk. As far as the analysis of certainty

is concerned, the second part was only negatively connected with the first part,

namely by the warning that the notions discussed in the second part be not confused

with certainty.

Much more could be said about certainty, but hardly more in 20 minutes. I

hope what I said was not already too dense for this brief time. Thank you for your

attention!
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